Title: AI genetics for Alzheimer's disease prediction.

Alzheimer's disease (AD) affects millions of people worldwide and is the most common cause of dementia in older adults. The disease has a strong genetic component, with studies identifying numerous genetic variants that can increase or decrease the risk of developing AD. Traditional genetic-based methods for predicting AD risk have limited accuracy because the disease involves complex interactions between multiple genes and environmental factors. Artificial intelligence (AI) and machine learning offer new ways to analyze large amounts of genetic data and find patterns that have not been identified before. These AI systems can process genetic information from thousands of individuals to identify combinations of genetic markers that predict AD risk more accurately than single gene tests. Early prediction of AD is crucial as it can help practitioners to start treatments sooner and help patients in time. Recent advances in AI have made it possible to combine genetic data with other types of information like brain scans and cognitive test results to improve prediction accuracy.

# Machine learning approaches and algorithms

Machine learning offers several powerful approaches for predicting AD from genetic data, with performance varying significantly across different methods and datasets [1], [2]. Traditional machine learning algorithms like Support Vector Machine (SVM), Random Forest, and logistic regression have been widely applied to genetic datasets, with reported classification accuracies ranging from 0.65 to 0.975, though realistic performance expectations are more modest [3], [4], [5], [6]. Recent studies have achieved notable results, with SVM models reaching 89% accuracy in detecting AD using genome-wide association study data [7]. Deep learning approaches are increasingly being used to handle the complexity of genetic data, though they face challenges when working with genetic variants alone [8]. Novel deep learning frameworks like Deep-Block use multi-stage approaches that incorporate biological knowledge, combining genome segmentation based on linkage patterns with attention mechanisms and ensemble methods to identify genetic regions associated with AD [9]. Other innovative approaches include transformer-based models that preserve the sequence structure of genetic variants and use uncertainty estimation to improve prediction reliability [10]. The trend in machine learning for AD prediction is moving toward multi-feature datasets rather than single biomarker approaches, with AI systems trained on combinations of genetic, neuroimaging, and clinical data [11], [12]. Recent work has also developed specialized AI tools like AD-GPT, which combines large language models with biomedical data to enhance genetic information retrieval and analysis for AD research [13]. However, researchers acknowledge that current dataset sizes limit expected performance to between 0.55 and 0.7 AUC for genetic-only prediction models, with higher reported accuracies often resulting from overfitting [3].

# Performance and accuracy metrics

Performance metrics for genetic AI prediction of AD vary widely across studies, with reported accuracies ranging from 59% to 99% AUC depending on the methodology and data types used [14]. However, studies suggest that realistic expectations for genetic only prediction models should be between 0.55 and 0.7 AUC given current datasets sizes., with higher reported accuracies likely results from overfitting [3]. Traditional machine learning approaches using genetic data alone typically achieve more modest results, with one comprehensive study reporting approximately 72% area under the ROC curve as the best performance for predicting late-onset AD from genetic variation data [1]. Recent advances in AI have achieved notably higher performance when combining multiple data types. Deep learning models using epigenomic data from blood samples have achieved AUC values of 0.93-0.99 with 97% sensitivity and specificity [15]. Multimodal approaches that integrate genetic data with neuroimaging show promising results, with one study achieving 83.78% classification accuracy and 0.924 AUC-ROC using both MRI scans and genetic sequencing data [16]. Advanced AI models can predict Alzheimer's disease up to 75.8 months before final diagnosis using neuroimaging, achieving 82% specificity at 100% sensitivity [11], [12]. More recent studies continue to show encouraging results across different approaches. Network-based models that integrate brain connectivity with genetic data achieve AUC values of 0.684 for combined approaches, improving to 0.778 when including clinical covariates like sex and APOE genotypes [17]. Genetic risk scoring approaches demonstrate that individuals in the top decile of genetic risk scores have ten-fold increased odds compared to those in the bottom decile [18].  Some specialized models using gene expression data and machine learning have reported perfect 100% accuracy in cross-validation studies [19], while more recent transformer-based models achieve 99% accuracy when combining RNA sequencing data with brain imaging [20].

# Genetic markers and features

Key Genetic Markers and Features Used in AI Alzheimer's Prediction:

• *APOE gene variants* - The primary genetic risk factor for Alzheimer's disease, with APOE ε4 being the most significant risk allele and APOE ε2 providing protective effects [21], [22].

• *Specific SNPs identified through AI* - Including rs429358 and rs769449 within APOE, rs4821510 (most important SNP for detection), and rs429358 (indication for Alzheimer's disease) [7], [10].

• *Novel gene targets from AI analysis* - THAP9-AS1 identified as a top noncoding region target, and ORAI2 discovered as a shared biomarker across frontal, hippocampal, and temporal brain regions [19], [23]

• *Calcium signaling pathway genes* - SNPs in PRKCZ, PLCB1, and ITPR2, along with genes related to Ca2+ ion release in affected brain regions [24].

• *Gene expression biomarkers* - HLA-DQB1, EIF1AY, HLA-DQA1, and ZFP57 expression levels identified through machine learning analysis of blood samples [24].

• *Hub genes for disease progression* - ACBD5, GABARAPL1, and HSPA8 identified as key genes associated with Alzheimer's progression [25].

• *Epigenetic markers* - DNA methylation patterns (CpG sites) across the genome, with hundreds of new significant brain CpGs predicted using machine learning approaches like EWASplus [26], [27].

*• Polygenic risk scores* - Combinations of multiple SNPs that provide stronger predictive power than single gene tests, with optimal performance achieved using fewer than 100 causal SNPs [18], [28].

• *Protein-level genetic predictors* - Genetically predicted protein levels in plasma used as instruments to investigate associations with Alzheimer's risk [29].

• *Familial Alzheimer's mutations* - APP, PSEN1, and APOE4 mutations that contribute to amyloid beta and tau pathology [30].

Table 1. Literature Comparison

|  |  |  |  |
| --- | --- | --- | --- |
| Papers | Key Genetic Markers | Ai And Machine Learning Techniques | Innovative Methodologies |
| [Gupta et al, 2024](https://www.semanticscholar.org/p/274744373) | APOE genotype | N/A | AI techniques for senhanced precision in biomarker analysis and neuroimaging standardization. |
| ECSOC 2024 |
| [Jo et al, 2024](https://www.semanticscholar.org/p/272768425) | APOE rs429358, rs769449, novel SNPs in top 1,500 LD blocks. | Deep learning framework with TabNet and Random Forest algorithms. | Deep-Block framework: multi-stage deep learning with biological knowledge for SNP feature importance quantification. |
| medRxiv (2 citations) |
| [Sekaran et al, 2023](https://www.semanticscholar.org/p/257075958) | ORAI2, STIM1, TRPC3, and TPI1 identified as significant genetic markers. | Supervised ML classification algorithms, explainable AI techniques, Naive Bayes classifier. | Explainable AI with supervised ML classification algorithms for biomarker identification. |
| Metabolic brain disease (12 citations) |
| [Jemimah et al, 2023](https://www.semanticscholar.org/p/263911838) | SNPs in PRKCZ, PLCB1, ITPR2; expression of HLA-DQB1, EIF1AY, HLA-DQA1, ZFP57. | Deep learning classifier, constrained neural network, SHAP explanations. | c-Diadem model with KEGG pathway constraints for genetic marker identification. |
| BMC Medical Genomics (5 citations) |
| [Huang et al, 2021](https://www.semanticscholar.org/p/236199068) | Hundreds of new significant brain CpGs associated with AD. | Supervised machine learning strategy. | EWASplus, a supervised machine learning tool extending EWAS coverage to entire genome for AD analysis. |
| Nature Communications (39 citations) |
| [Zhu et al, 2024](https://www.semanticscholar.org/p/266935058) | 69 proteins with genetically predicted concentrations associated with AD risk. | Genetic prediction models for protein levels in plasma. | Genetic prediction models for plasma protein levels in AD analysis. |
| Alzheimer's Research & Therapy (9 citations) |

# Data integration and multimodal approaches

The integration of genetic data with other biomarkers represents a major advancement in AI-based Alzheimer's prediction, as researchers have found that multimodal approaches consistently outperform single-data-type models [11]. AI algorithms can now analyze massive quantities of data from numerous sources, including medical images, proteins in blood and cerebrospinal fluid, genetic information, clinical records, and even behavioral data [31].

One of the most successful combinations involves integrating neuroimaging with genetic data. Recent deep learning models like IGnet achieve 83.78% classification accuracy and 0.924 AUC-ROC by combining MRI scans with genetic sequencing data from chromosome 19 [16]. Studies using both brain MRI and genetic data from 543 patients show that genetic information better predicts disease progression while MRI data better reflects anatomical brain changes, with combined approaches outperforming either method alone [32], [33].

Advanced AI systems are now incorporating even more diverse data types for comprehensive risk assessment. Modern predictive algorithms can integrate brain imaging, genetic markers, blood biomarkers, cognitive test results, and even data from wearable technology that tracks heart rate, sleep patterns, and physical activity [34], [35], [36], [37]. Network-based models like BrainNetScore demonstrate the power of this approach by integrating brain connectivity networks with genetic associations, achieving AUC values of 0.684 for combined genetic and brain imaging data, improving to 0.778 when clinical covariates are included [17].

Epigenetic data integration has also shown remarkable results, with machine learning methods like EWASplus extending genome-wide coverage to predict hundreds of new brain methylation sites associated with Alzheimer's disease [26], [27]. The most advanced multimodal systems can achieve up to 99% accuracy by combining RNA sequencing data with brain MRI images using transformer-based models and computer vision algorithms  [20]. Future research directions emphasize the importance of developing interactive AI interfaces that allow doctors to query and adjust predictions from these integrated multimodal systems [38].

# Clinical application and future directions

[To be continue]
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